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Unified deployment architecture


Need read-only replicas

Why?
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The Biggest Issue: Storage
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Should be dynamically provisioned


CSI provider enables encryption at rest


High IOPS (SSD or NVMe)


Low Latency


Database performance is as fast as your storage

I’d recommend a disaggregated storage!
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Kubernetes CSI

CSI = Container Storage Interface

interface CSIDriver { 

    ListVolumes() 
    ProvisionVolume() 
    DeleteVolume() 
    AttachVolume() 
    ExpandVolume() 
    SnapshotVolume() 
    DeleteSnapshot() 
    … 

}
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CSI = Container Storage Interface


Avoids in-tree volume drivers


Independent release cycles


Works across Kubernetes versions


Enables third-party volume drivers
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Kubernetes CSI

www.storageclass.info/csidrivers

http://www.storageclass.info/csidrivers


Demo



Kubernetes and Simplyblock
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Kubernetes and Simplyblock

Intelligent Cloud-Native Storage Platform 
• Copy-on-write 
• Instant Snapshots 
• Instant Clones / Branches / Forks (whatever you want to call it) 
• NVMe over Fabrics (NVMe/TCP) 
• Optimized for Database and I/O-heavy Workloads 
• Disaster Recovery 
• A Block Storage Device (basically a hard disk)
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Copy-On-Write: The Hero of Storage



Trust me, I’m Kelsey!

ht
tp

s:
//x

.c
om

/k
el

se
yh

ig
ht

ow
er

/s
ta

tu
s/

16
24

08
11

36
07

39
94

24
0

https://x.com/kelseyhightower/status/1624081136073994240


Trust me, I’m Kelsey!

ht
tp

s:
//x

.c
om

/k
el

se
yh

ig
ht

ow
er

/s
ta

tu
s/

16
24

08
11

36
07

39
94

24
0

https://x.com/kelseyhightower/status/1624081136073994240


More Resources

Data on Kubernetes Community: https://dok.community


Data on Kubernetes Whitepaper

https://dok.community
https://github.com/cncf/tag-storage/blob/master/data-on-kubernetes-whitepaper/data-on-kubernetes-whitepaper-databases.md


Thank you very much!

Questions?
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